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Figure 1: We present the results of a study with 18 dyads (𝑁 = 36) investigating the effect of sharing autonomy with a 
conversational agent on multitasking. Participant pairs played the roles of a local user and a remote partner. The user was 
tasked with conversing with the partner while performing arithmetic operations. They performed this multitasking with no 
support (no autonomy), by delegating the conversation entirely to an agent (full autonomy), or by sharing autonomy over the 
conversation. In all three conditions, users maintained a 5̃80-word conversation of comparable quality. Fully delegating the 
conversation to an agent enabled users to concentrate on their parallel task, leading to performance gains; however, when 
autonomy is shared, these benefits are reduced. 
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Abstract 
Advancements in computational agents will enable them to act 
as surrogates for users in online communication, promising en-
hanced productivity by supporting multitasking. This capability 
may be especially powerful when combined with human control, 
allowing users to retain agency while achieving better performance 
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than either human or agent alone. However, it remains unclear 
how people might leverage this technology to multitask effectively. 
We present a study with 18 dyads exploring how users employ 
automated responses to support an arithmetic task while staying 
engaged in a voice call. Participants multitasked with a conversa-
tional agent under three levels of autonomy: none, shared, and full. 
Our findings indicate that fully automated systems can maintain 
conversational engagement, enabling users to multitask effectively. 
Surprisingly, shared autonomy hindered this ability. Based on our 
results, we discuss implications for designing shared autonomy in 
conversations, highlighting new considerations and challenges. 

CCS Concepts 
• Human-centered computing → Empirical studies in HCI; 
Empirical studies in collaborative and social computing. 
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1 Introduction 
Computational agents increasingly demonstrate the ability to model 
human behavior [60], including that of specific individuals [72]. 
Ever-growing advancements in deep-learning technologies, such 
as speech and video synthesis [16, 76], enable us to incorporate 
these agents into not only text-based interactive systems but also 
real-time multimodal communication media, such as voice or video 
meetings [41]. These agents may support users by serving as their 
surrogates, allowing users to engage in multiple tasks simultane-

ously, such as catching up on work while delegating a lightweight 
routine meeting for the agent to attend on their behalf [63]. 

However, it remains unclear how people will perceive and en-
gage with these agents in communication settings. While surrogate 
agents assist users by interacting with others on their behalf, users 
may face new challenges related to delegation and supervision [25]. 
Balancing trust in an agent’s autonomy with oversight can create 
cognitive strain. Finding the right level of intervention may also 
require extra effort. Therefore, the productivity benefits promised 
by computational agents must be carefully weighed against the 
potential cognitive burdens they impose. 

Our study aimed to investigate the following research question: 
how does the ability to offload conversational engagement to 
a computational agent influence user’s multitasking abilities 
during voice communication? To explore this, we prototyped a 
real-time voice communication system that enabled users to del-
egate conversational engagement to an agent. We evaluated the 
system through an experiment involving 18 pairs of participants 
(N=36), manipulating the agent’s levels of autonomy. Each pair 
participated in a call about a pre-defined topic. One participant 
was assigned a secondary task, which they completed alone (no 

autonomy), with a conversational agent managing communication 
independently (full autonomy), or while sharing control (shared 
autonomy). 

Our findings indicated that granting the system full autonomy to 
manage conversations improved users’ multitasking performance, 
but it also caused discomfort as users worried about losing control. 
In contrast, allowing users to oversee and control the surrogate 
agent led to a loss of performance gains, as they felt the need to mon-

itor the conversation closely to ensure alignment with their own 
responses, which negated the intended cognitive load reduction. 

On the other hand, from the perspective of users’ conversation 
partners, the use of the agent, whether in full or shared autonomy, 
did not significantly compromise conversation quality. Additionally, 
while users felt uneasy about offloading conversational tasks, their 
partners adapted well to any system imperfections. 

In the remainder of the paper, we first introduce the concept of 
shared autonomy within a conversation in greater detail. For repli-
cability, we then provide a detailed description of the experimental 
system we implemented to study multitasking with varying levels 
of shared autonomy. Next, we report on our experiment design 
and results. We conclude with a discussion of the opportunities 
and challenges of deploying computational agents as surrogates in 
real-time communication, highlighting implications for the design 
of future conversational systems. 

2 Related Work 

2.1 Shared Autonomy in Communication 
There is a significant prior research the benefits of interactive sys-
tems where users delegate some autonomy to computational agents, 
instead of solely relying on direct control or full automation. In 
the design of user interfaces, such so-called mixed-initiative ap-
proaches [28] are said to effectively merge the strengths of direct 
manipulation and automated reasoning. In robotics, shared auton-
omy in teleoperation has been shown to support more efficient 
task completion by allowing users to assert goals while benefit-
ing from automated control in complex tasks [57, 65]. Recently 
termed human-{machine, agent, AI} teaming, interaction, or collabo-
ration [2, 15, 17], these paradigms demonstrate capabilities beyond 
what humans or computation can achieve alone, impacting areas 
from accessibility [24, 42] to creativity [73, 75]. 

In computer-mediated communication (CMC), the integration 
of computational agents has increasingly transformed platforms 
from simple transmission mediums to systems that can modify, 
augment, or generate communication content, enabling users to 
similarly share or delegate some level of autonomy to a compu-

tational entity during interpersonal interactions [25]. In the text 
domain, computational agents have optimized messages for better 
communication outcomes, such as conveying high status [64] or 
trustworthiness [50]. Kim et al. [37] used text recommendations to 
increase affectionate communication between romantic partners, 
while Argyle et al. [3] demonstrated the effectiveness of an AI 
assistant in promoting democratic discourse. 

Beyond text-based communication, prior work has explored var-
ious visual and auditory manipulations, such as increasing one’s 
attractiveness [44] or making a speaker sound more calm or author-
itative [38]. Recent learning-based approaches have further enabled 
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the generation of entirely synthetic communication content for a 
specific individual, including speech segments [72] and facial ex-
pressions [36]. Coupled with the capabilities of language models to 
replicate believable human behavior [60], these technologies can 
facilitate shared autonomy in real-time conversations, allowing 
users to speak or delegate speaking to an agent as needed. 

The ability of a conversational agent to speak for users can be 
adapted for similar communication goals as previous work. Addi-
tionally, there is interest in enabling users to clone themselves and 
parallelize tasks to boost productivity [63]. However, many open 
questions remain about how people may leverage and interact with 
this technology to optimize their communications broadly [25], 
including for the purpose of multitasking. Our work explores how 
users employ automated responses to support an arithmetic task 
while remaining engaged in a voice call. Although the literature on 
shared autonomy indicates that combining manual and automated 
control can enhance performance, our findings highlight challenges 
that hinder this in communication tasks. 

2.2 Multitasking 
Multitasking refers to carrying out two or more tasks simultane-

ously [71], such as responding to emails while attending a meet-

ing. There is a substantial body of work on its prevalence [14], 
how it is prompted [20, 34, 52], and its effects on performance 
and well-being [33]. Generally, prior studies suggest that multi-

tasking adversely affects memory [7, 51], performance [56], and 
incurs psychological costs [4, 53]. However, it remains a common 
practice [14, 33, 71] and can sometimes even offer benefits, such as 
improving creativity [35] and decision-making [70]. 

Of particular relevance to our work is prior research on multitask-

ing during meetings. In their large-scale analysis of multitasking 
behaviors, Cao et al. [14] found that knowledge workers often mul-

titasked either to increase productivity or to relieve anxiety through 
breaks. They additionally observed that sometimes multitasking 
would be prompted by external distractions that were outside of 
the workers’ control. In Iqbal et al.’s study [33], they observed that 
people who multitasked during meetings did so to interleave other 
important activities. While multitasking, they paid peripheral at-
tention to the meeting and engaged only when relevant. Although 
multitasking has its problems, preventing it entirely is neither real-
istic nor productive [54]. Instead, there is value in acknowledging 
the inevitability of multitasking as a natural component of online 
meetings and designing solutions to support its benefits [69]. 

In our work, we build on this approach by exploring the effects 
of providing users with the ability to delegate their conversation 
to an agent. This should ideally allow the user to focus on their 
secondary task while keeping their conversation partner engaged; 
however, as our results suggest, enabling this interaction is far from 
straightforward. 

3 Concept: Sharing Autonomy in a 
Conversation 

During conversations, multitasking requires engaging with the part-
ner while managing a secondary task. However, people often strug-
gle to divide their attention effectively between multiple tasks [56]. 

A personalized conversational agent could help users offload con-
versational responsibilities, allowing them to focus on other tasks. 
With surrogate agents, users can stay “present” in conversations 
while catching up later through summaries [69]. However, this fully 
autonomous mode eliminates the user’s ability to participate in the 
conversation, which may be undesirable [25]. 

An alternative approach is to support shared autonomy in the 
conversation. Rather than relinquishing complete control, users can 
choose when to engage directly and when to delegate responses to 
the agent. Users can then remain involved in the conversation while 
focusing on secondary tasks when necessary, potentially enhancing 
multitasking performance beyond what is achievable with either 
full automation or no automation at all. 

We explore these potentials of computational agents in our ex-
perimental conversation system by controlling agent autonomy at 
three levels: no autonomy (no agents), full autonomy, and shared 
autonomy (see the details in Section 4.5). 

4 Methods: Enabling Shared Autonomy in a 
Conversation 

We operationalized the concept of conversational agents with three 
levels of autonomy in an experimental communication system. Our 
design was guided by three core objectives: (O1) to enable seamless 
interleaving of agent-driven and user responses while maintaining 
a consistent speaker identity; (O2) to naturally engage the conver-
sation partner; and (O3) to prioritize user input. We prioritized user 
input based on the assumption that even with advanced algorithms, 
the user is still best positioned to direct the conversation, consistent 
with previous work on shared autonomy [65]. 

To achieve these objectives, we developed a communication sys-
tem in which an agent used pre-recorded segments of the user’s 
speech, automatically extracted from a similar prior conversation 
(i. e., with a different user), to respond to a remote partner (Fig-
ure 2). We opted for pre-recorded speech segments instead of a 
voice cloning or conversion-based pipeline (e. g., ElevenLabs [1]) 
because, through early prototypes, we found that these alternatives 
resulted in noticeable discrepancies, which disrupted the perception 
of a consistent speaker identity (O1). 

4.1 Communication Channel 
The system user and remote conversation partner’s devices were 
connected via Zoom [79] to enable audio communication. All pro-
cessing was implemented via a Python wrapper around the Zoom 
client of the system user, which operated on the application’s inputs 
and outputs through virtual audio cables [12]. 

4.2 Conversational Agent 
Our conversational agent predicted and injected pre-recorded re-
sponses and backchannels from a user into the conversation with a 
remote conversation partner. Responses refer to longer statements 
people typically give during a conversation, occupying a turn in 
the dialogue. Backchannels are brief vocalizations such as ’hmm’ or 
’uh-huh’ [77]. These backchannels represent a basic form of human 
conversations [27] and were included to demonstrate additional 
engagement and understanding (O2) [21, 40]. Our conversational 
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Figure 2: Overview of the experimental shared autonomy system. The system enables real-time communication between a local 
user and a remote partner. Users can speak directly to their partner or delegate the conversation to an agent. The table in the 
top right indicates the features enabled for each level of autonomy (highlighted in yellow). 

agent consisted of four core components: a Voice Activity Model, 
Context Manager, Response Controller, and Backchannel Controller. 

4.2.1 Voice Activity Model. Introducing responses and backchan-
nels (O2) requires accurate modeling of interpersonal conversation 
dynamics. This includes predicting when the partner is about to 
yield their turn (i. e., turn-shifts) and determining appropriate mo-

ments for backchannels. To achieve this, our agent leverages Ekstedt 
and Skantze’s Voice Activity Projection (VAP) model [22, 31, 32], 
an open-source, real-time voice activity detection model that has 
demonstrated state-of-the-art performance. 

Given audio inputs from the user and the remote partner, VAP 
computes two key values for our system: (1) the probability that 
the remote partner will yield their conversation turn (i. e., predicted 
turn-shifts) and (2) the probability of an upcoming user backchannel 
(i. e., the predicted backchannel). The specific moment of a turn-shift 
event is determined by applying a threshold to the predicted turn-
shift probabilities, while backchannel events is determined using 
z-score-based peak signal detection algorithm [9]. These events 
govern the timing of automated responses and backchannels. 

4.2.2 Context Manager. Beyond determining the appropriate tim-

ing, response contents must also be contextually relevant to build 
on the ongoing conversation (O2). To capture this context, our 
agent transcribes the dialogue in real-time, using Google’s Speech-
to-Text API [48], and maintains a recent history of the last five 
conversation turns. In addition, the agent leverages a language 
model (Open AI’s GPT-4o [59], temperature = 0.5; prompt details 
in Appendix A) to continuously update a paragraph-long summary 
of the conversation’s content with each transcribed utterance. 

4.2.3 Response Controller. The agent’s Response Controller com-

ponent manages both the timing and selection of responses. Ap-
propriate response times are identified as a parameterized period 
(ii. e., response delay time) following a turn-shift event during which 
the partner has not spoken. 

For response selection, the agent adopts a method similar to 
Zulfikar et al. [80]. For each newly transcribed utterance from the 
remote partner, we first filter potential responses from our pre-
recorded set based on relevance and then use a Language Model to 
identify the single most pertinent response. 

To filter for potential responses, the agent computes a vector-
ized embedding of the content of the remote partner’s most recent 
conversation turn. This embedding is used to search for the most se-
mantically similar responses by comparing them to the embeddings 
of the response entries in the pre-recorded set, which has been pre-
computed. The comparison is performed using a nearest neighbor 
search based on the cosine similarity between the vectors [39]. All 
embeddings are calculated using a pre-trained all-MiniLM-L6-v2 
sentence transformer model [66], which maps input text to a 384-
dimensional vector. In this study, the agent filters for the 10 most 
relevant responses. 

To select a single response, the agent processes the filtered re-
sults using a second Language Model instance (GPT-4, temperature 
= 0.5; prompts are detailed in Appendix A). This model is prompted 
to choose a response based on the summary and recent history, 
following guidelines to ensure responses naturally continue the 
conversation while avoiding repetition and revisiting discussion 
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points already covered. To minimize the risk of introducing inappro-
priate responses, the model is instructed to refrain from selecting a 
response if none are deemed suitable. 

4.2.4 Backchannel Controller. The agent’s Backchannel Controller 
component determined the timing and selection of backchannels. 
Backchannel are introduced at backchannel events, with their fre-
quency moderated by a minimum backchannel time parameter. 
Backchannels are selected at random since they do not carry signif-
icant meaning. 

4.3 User Input and Interface 
Users can speak directly to their remote partner through their 
computer, as they would in a natural conversation or voice call (O3). 
The system actively monitors for the user’s voice and, if detected, 
interrupts and prevents any concurrent input from the agent to 
prioritize the user’s input. This allows users to correct the direction 
of the discourse as needed. User inputs are further processed by the 
Context Manager to ensure consistency in subsequent responses. 

Following Son et al. [69], our system includes a basic front-end 
interface that presents real-time dialogue transcripts. The interface 
also notifies users through a background color change when the 
agent was unable to generate an appropriate response, alerting 
them to the need for input. 

4.4 Response and Backchannel Extraction 
Our agent uses a pre-recorded set of responses and backchannels 
to communicate with human counterpart. To facilitate their collec-
tion, we implemented an automatic extraction feature that, given a 
recorded dialogue, extracts relevant responses and backchannels. 
For response extraction, the system generates a speaker-diarized 
transcription of the dialogue using Google Speech-to-Text [48], and 
segments the recording based on conversation turns. Each user 
speaking turn is recorded as a separate entry in the database. For 
backchannels extraction, the system uses the VAP model [22] to 
compute predicted backchannels and applies a peak detection algo-
rithm [68, 74] to identify one-second windows that may correspond 
to moments when the user was providing backchannel feedback. 

4.5 Levels of Autonomy 
Our experimental system is adapted to support the three levels of 
autonomy described in Section 3 as follows: 
No autonomy: Conversing with an agent that operates with no 
autonomy is achieved by disabling the conversation agent (Sec-
tion 4.2) in our system, reducing it to a normal voice call where the 
user interacts directly with their partner. 
Full autonomy: Conversing with an agent that operates with full 
autonomy is achieved by disabling user input and their access to the 
interface (Section 4.3). This precludes their ability to intervene in 
or monitor the conversation. In this case, the dialogue is managed 
entirely by the agent. 
Shared autonomy: Conversing while sharing autonomy with an 
agent is enabled by supporting both user input (Section 4.2) and 
agent contributions (Section 4.2). This setup allows the user to listen 
to and participate in the conversation as they naturally would in 
a voice call, while delegating the conversation to the agent when 
they are not actively engaged, as in full autonomy. We include 

an example snippet of shared autonomy conversations from our 
experiment (section 5) in Appendix B to illustrate the interaction. 

5 Experiment 
We conducted an experiment with 18 participant pairs (N=36). Par-
ticipants took on the roles of a local user and a remote partner. Each 
pair was tasked with discussing fictional student profiles (conver-
sation task), while the user participant was also asked to perform 
math calculations as a secondary task (arithmetic task). Each ses-
sion consisted of three conversation segments, each focused on 
a different student profile, with the user multitasking alongside a 
conversation agent operating under a different level of autonomy 
(no autonomy, full autonomy, and shared autonomy). Knowledge 
of multitasking and agent usage was withheld from partner until 
the end. Users were also instructed to multitask without disclosing 
their engagement with the secondary task to simulate a realistic 
meeting scenario [14]. The study was approved by the local IRB. 

5.1 Tasks 
5.1.1 Conversation Task. We designed a conversation task where 
the user would engage in an open-ended but partially repetitive 
conversation, simulating scenarios where automating parts of the 
conversation would be feasible and beneficial. The task centered 
around the evaluation of a fictional student profile. Participants 
received different information sets for the task. Users was given 
evaluation standards, including criteria and probing questions about 
the student’s motivation, research interests, academic background, 
and personal qualities. Meanwhile, partners received 2-page student 
profiles formatted like a statement of purpose. 

Pairs discussed a single profile in each conversation, with the 
goal of helping user participants gather enough information for an 
evaluation. No decisions were made during the conversations; the 
focus was on information exchange. The task positioned partici-
pants in asymmetric roles: users primarily asked questions based 
on evaluation criteria, while partners provided responses and addi-
tional details. This setup allowed the user to guide the discussion 
with standard probing questions, enabling structured interactions 
that could incorporate automated conversational elements. Each 
segment lasted five minutes. 

5.1.2 Arithmetic Task. To simulate a multitasking scenario, only 
user participants were also assigned a secondary task involving 
arithmetic operations (specifically 2-digit addition and subtraction). 
Users were instructed to perform these operations as quickly and 
accurately as possible, with the incentive that if they solved 70 
questions within the 5-minute segment, both they and their partner 
would receive a monetary bonus. However, they were instructed to 
do so discreetly, ensuring that their multitasking remained unde-
tected by their partner throughout the conversation segment. 

We chose arithmetic operations as the secondary task to repre-
sent a cognitively demanding activity, following prior multitask-

ing studies [10, 19, 67]. To control task difficulty, questions were 
presented in randomized blocks of four: one addition and one sub-
traction without carry-over, and one addition and one subtraction 
with carry-over. 
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5.2 Conditions 
Our experiment evaluates participants’ multitasking performance 
across three level of autonomy conditions: multitasking with 
a conversation agent that operated with no autonomy, full auton-
omy, and shared autonomy. Each condition was implemented using 
our experimental system, as detailed in Section 4, with specific 
adaptations for each condition outlined in Section 4.5. The order of 
conditions was counterbalanced using a Latin Square design. 

5.3 Apparatus 
Participants performed tasks in two adjacent experimental rooms, 
where no sound could be heard between them to simulate a remote 
conversation setting. They were equipped with an Audio-Technica 
ATH-102USB headset, serving as both audio input and output on 
each end of our system. The experiment ran on a Dell G15 5520 
for the system user and a Dell Precision 5570 for the conversation 
partner, with both connected via the university network. A detailed 
illustration of the experimental setup is provided in Appendix E. 

5.4 Procedure 
Figure 3 provides an overview of the study procedure. The entire 
procedure took approximately 120 minutes per session. 

(1) Introduction (5-10 min). After providing consent and de-
mographic information, participants were introduced to the 
study as an investigation of communication behaviors. They 
were informed that they would participate in three five-
minute discussions about different fictional student profiles 
(Section 5.1.1). Multitasking and agent usage details were 
initially withheld. Participants were assigned roles (user or 
remote partner) based on preference or randomly. 

(2) Task preparations: partner (45-60 min). Partner partici-
pants prepared in a separate room, familiarizing themselves 
with three student profiles. Their objective was to provide 
sufficient information on each profile to assist in the evalu-
ation. They were guided on key aspects, such as academic 
background, research interests, and personal qualities, and 
encouraged to spend approximately 15 minutes per profile. 

(3) Task preparations: user (45-60 min). User participants 
were briefed on their objectives of multitasking with a con-
versation agent. To collect material for this agent, users first 
engaged in an 8-minute training session with the experi-
menter, where they practiced the primary conversation task. 
This training session was recorded to capture the partic-
ipants’ responses and backchannels (see Section 4.4). Fol-
lowing this, participants took part in an additional training 
session with the experimenter to become familiar with the 
various levels of autonomy of the conversational agent. Dur-
ing these sessions, system parameters were adjusted to align 
with each participant’s preferences, such as response delays 
and backchannel settings. 

(4) Tasks (45 min). User and partner participants were paired 
for three conversation segments under different autonomy 
levels (Section 5.2). Each segment focused on a separate 
student profile. After each segment, participants completed 
questionnaires on their experiences with the conversation 
and arithmetic tasks. 

(5) Post-Study Questionnaire (5 min). Participants completed 
a post-study questionnaire comparing their preferences across 
conditions. Partner participants were then briefed on the 
study’s purpose, including the use of conversational agents, 
and asked to identify conditions retrospectively. 

(6) Exit Interview (15 min). In a semi-structured group inter-
view, participants discussed their impressions of the system, 
preferred conditions, appropriate contexts for the system, 
potential improvements, and any suspicions about automa-

tion. The condition order was revealed during this session 
(see Appendix D). 

5.5 Measures 
We evaluated participants’ performance and perceptions through a 
range of quantitative and self-reported metrics, as described below. 
The full questionnaires are reported in Appendix C. 

5.5.1 Conversation Quality and Behavior. We assessed conversa-
tion quality using subjective evaluations adapted from prior stud-
ies [8, 13, 29, 49, 55]. User participants rated their presence (user pres-
ence (self)), their partner’s presence (user presence (other)), attention 
to their partner (user attention (self)), their partner’s attention (user 
attention (other)), and their own naturalness (user naturalness). In 
the full autonomy condition, these ratings reflected users’ expecta-
tions of their agent’s performance. Additionally, users reported their 
conversation task load via the Raw NASA-TLX questionnaire [26]. 
Partner participants rated mutual presence and attention (partner 
presence (self), partner presence (other), partner attention (self), part-
ner attention (other)), the user’s naturalness (partner naturalness), 
and the interactivity of the conversation (partner interactivity). Af-
ter all segments, user participants ranked the segments by their 
perceived success (conversation success), while partner participants 
ranked them by their engagement (engagement). We also analyzed 
conversation behavior, including the number of total words, user 
words, partner words, and conversation turn shifts. 

5.5.2 Arithmetic Task Performance. We evaluated performance on 
the secondary arithmetic task by analyzing the number of correct 
answers, accuracy (percentage of correct answers), and standard 
deviation in response times to measure performance consistency 
across conditions. Additionally, user participants reported their 
subjective arithmetic task load using the RTLX questionnaire[26] for 
each segment and ranked the segments by their perceived success 
in the arithmetic task (arithmetic success). 

5.5.3 Partner Perception of Automation. Knowledge of the usage of 
an automated response system was withheld from the partner until 
the end of the study, including the order of the conditions. After 
disclosure, we asked if they had suspected its use (suspected auto-
response) and to identify the correspondence between conversation 
segments and conditions (session condition). 

5.5.4 System Usage. To understand system usage, we measured the 
agent’s responses (number and total words spoken), backchannels, 
and user overrides (instances where users interrupted the agent). 
Participants also evaluated the usability of the full and shared au-
tonomy conditions using the System Usability Scale [11]. 
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Figure 3: Overview of our study procedure. 

5.6 Participants 
Our power analysis determined that 15 dyads were needed to detect 
a medium effect size (0.5) with 95% power and an 𝛼 of 0.05. We also 
drew referenced prior multitasking studies (e. g., [58]). 

Following the sample size analysis, we recruited 36 participants 
in 18 dyads (18 male, 18 female) between the age of 20 and 54 (𝑀 = 28, 
𝑆𝐷 = 7) from a university through message groups, social networks, 
publicly distributed posters, and word-of-mouth. Participants rep-
resented 16 countries and reported conversational proficiency in 
English. Regarding audio and video communication tools, 16 par-
ticipants reported using them daily, 7 used them 2-3 times a week, 
9 used them once a week, and 4 used them at least once a month. 
Familiarity between participants within each dyad varied: 8 pairs 
interacted almost daily, 1 pair weekly, 2 pairs monthly, and 7 pairs 
had never interacted before. Nevertheless, performance analyses 
showed no meaningful differences in their performance based on 
the system and pair familiarity. Participants received a base com-

poensation of ¥3000 (approx. $21) and a performance bonus of 
¥500 (approx. $4) for the arithmetic task. 

6 Results 
We evaluated the performance of the conversation and arithmetic 
tasks across the three levels of autonomy, analyzed the partner’s 
perception of automation (including suspicion and condition iden-
tification), and assessed the agent’s contributions in the full and 
shared autonomy conditions (e. g., responses, words, backchannels). 

For interval data (e.g., words exchanged, turn shifts, correct 
answers), we used repeated measures ANOVA with level of au-
tonomy (none, full, shared) as a within-subject variable. Violations 
of normality (Shapiro-Wilk 𝑝 < .05) or ordinal data were addressed 
with the Friedman test. When equal variance assumptions were 
violated (Mauchley’s test 𝑝 < .05), Greenhouse-Geisser correction 
was applied. Pairwise comparisons with Bonferroni adjustments 
were conducted as needed. All statistical analyses were performed 
using IBM SPSS 29 [30]. 

6.1 Conversation Quality and Behavior 
Figure 4 summarizes the results on the effect of level of auton-
omy on conversation performance. We calculated composite scores 
for perceived conversation quality. For partners, the score averaged 

six metrics: partner presence (self), presence (other), attention (self), 
attention (other), naturalness, and interactivity, showing strong re-
liability (Cronbach’s 𝛼 = 0.88). For users, the score averaged five 
metrics: user presence (self), presence (other), attention (self), atten-
tion (other), and naturalness, also demonstrating high reliability 
(Cronbach’s 𝛼 = 0.81). 

We first discuss the partner participants’ subjective evaluations 
of the conversations. There was no significant effect of level of 
autonomy on partner perceived conversation quality (𝜒2 (2) = 2.94, 
𝑝 = .23) or engagement rankings (𝜒2 (2) = .73, 𝑝 = .70). These results 
suggest that partners consistently perceived the conversation 
quality as high across all levels of autonomy. Even when 
the agent fully took over communication, partners rated the con-
versations similarly to those where users communicated directly or 
assisted the agent. 

On the other hand, user’s subjective ratings of conversations 
significantly differed across conditions. Pairwise comparisons re-
vealed that users rated conversation quality 1.4x higher in no au-
tonomy (𝑝 < .001) and 1.3x higher in shared autonomy (𝑝 = .006) 
than in full autonomy. Users also ranked their conversation suc-
cess higher in no autonomy than in full autonomy (𝑝 = .012). Users 
reported significantly different conversation task loads across condi-
tions (𝜒 2 (2) = 12.55, 𝑝 = .002), experiencing 34% lower task load in 
full autonomy than in no autonomy (𝑝 = .021) and 26% lower in full 
autonomy than in shared autonomy (𝑝 = .015). These results suggest 
that fully delegating conversations to the agent reduced user 
task load but lowered their perceived conversation quality 
and success. This contrasts with partners, who rated conversation 
quality consistently high across all levels of autonomy. 

We observed similar trends in participants’ conversation behav-
ior. There were no significant differences in total words exchanged 
or turn shifts across the level of autonomy (𝜒2 (2) = 3, 𝑝 = .23 
and 𝐹1,2 = 2.00, 𝑝 = .15, 𝜂2 

𝑝 = 0.11, respectively). However, the number 
of words contributed by partner participants (𝐹1,2 = 4.12, 𝑝 = .025, 
𝜂2 
𝑝 = 0.20) and user participants (𝜒 2 (2) = 32.44, 𝑝 < .001) differed sig-
nificantly. Pairwise tests showed that partners spoke, on average, 
50 fewer words (about 10% of 𝑀 = 445, 𝑆𝐷 = 89 words per con-
versation) in no autonomy compared to full autonomy (𝑝 = 0.04). 
For users, significant differences were found between all conditions 
(𝑝 < .01). As expected, user participants contributed no words in 
full autonomy, and 42% fewer words in shared autonomy compared 
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to no autonomy. These results indicate that a similar quantity of 
conversation was generally maintained across the levels of 
autonomy. However, partners spoke slightly less in full autonomy 
than in no autonomy, suggesting areas for improving the agent’s 
ability to engage human partners effectively. 

Figure 4: Effect of level of autonomy on partner perceived 
conversation quality, user perceived conversation quality, 
turn shifts, total words, user words, and partner words. 

6.2 Arithmetic Task Performance 
We analyzed users’ arithmetic task performance to understand how 
well they managed multitasking during conversations and how 
agents influenced performance across autonomy levels (Figure 5). 
We found a significant effect of level of autonomy on the number 
of correct answers (𝐹1,2 = 30.13, 𝑝 < .001, 𝜂2 

𝑝 = 0.64; ANOVA). Users an-
swered 33% fewer questions in no autonomy and 36% fewer in shared 
autonomy compared to full autonomy (both 𝑝 < .001). However, 
there were no significant differences between conditions in terms 
of accuracy, response time standard deviation, arithmetic task load, 
or arithmetic success. These findings confirm that fully delegating 
the conversation to an agent allowed users to focus entirely 
on the arithmetic task, which is unsurprising. However, in the 
shared autonomy condition, users did not see any performance 

gains despite offloading parts of the conversation. This suggests 
that shared autonomy may introduce complexities that pre-
vent users from fully utilizing the time saved by automation. 
We explore factors influencing this outcome in Sections 7 and 8. 

Figure 5: Effect of level of autonomy on accuracy and 
number of correct answers in arithmetic task. 

6.3 Partner Perception of Automation 
Most partner participants did not suspect the use of automation 
during the conversations and struggled to identify the level of 
autonomy even after being informed about the agent’s involve-
ment. Only 3 out of 18 partners suspected automation during 
the conversations. After being briefed (without details on spe-
cific conditions), they correctly identified no autonomy in 8 out of 
18 cases, full autonomy in 10 cases, and shared autonomy in only 
5 cases (Figure 6). These results suggest that relatively engag-
ing conversations with a consistent human-speaker identity 
were maintained across all conditions. 

Figure 6: Confusion matrix for partner assignments of level 
of autonomy. 

6.4 Agent Contributions 
Figure 7 summarizes the system usage in the full and shared au-
tonomy conditions. In the full autonomy condition, the agent con-
tributed an average of 7 responses (𝑆𝐷 = 3), which amounted to 
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131 (𝑆𝐷 = 69) words, and 9 backchannels (𝑆𝐷 = 6). In the shared 
autonomy condition, the agent contributed an average of 3 responses 
(𝑆𝐷 = 2), which amounted to 51 (𝑆𝐷 = 38) words. On average, this 
represented approximately 40% of the total words contributed by 
the user (𝑀 = 80, 𝑆𝐷 = 49 words) and agent combined. Agent re-
sponses were rarely interrupted or overridden by the user (𝑀 = 0.5, 
𝑆𝐷 = 1.0 interruptions). The agent also contributed 7 backchannels 
(𝑆𝐷 = 6) on the user’s behalf. Users rated full automation with a us-
ability score of 75 and shared autonomy with 69, both in the “good” 
range [6]. These results suggest that the agent’s contributions in 
full autonomy matched the user’s in no autonomy and helped share 
conversation responsibility in shared autonomy. 

Figure 7: System usage metrics across levels of autonomy, 
including words contributed by the user and agent, agent 
backchannels, and perceived usability. 

7 Qualitative findings 
We examined the interview data to gain further insight into the 
experience of conversing with an agent that operates at varying 
levels of autonomy. The interviews were recorded across all ses-
sions and transcribed. A bottom-up approach to thematic analysis 
was taken to analyze the transcripts. The researcher who conducted 
the studies manually generated over 450 open codes and organized 
them into themes. These themes were iterated with input from other 
members of the research team. Below, we present the final set of 
themes, reflecting the user and partner’s perspectives on interacting 
with a conversation surrogate and usage considerations. 

7.1 System User Perspectives 
In the full autonomy condition, users reported the lowest conver-
sation task load but also expected the lowest conversation quality. 
Interviews confirmed that while full autonomy helped users fo-
cus on their secondary task, it also caused discomfort due to 
their inability to engage in the conversation (𝑁 =9). P3 shared, 
“I was more focused on my task [with full autonomy], but I was 

also more worried about what was going on.” Some participants 
likened the experience to being “in the dark” (P5). This discomfort 
was often linked to mistrust in the agent’s abilities (𝑁 =7), with P1 
remarking, “I was kind of worried you were thinking, what is that 
dumb*** talking about?” 

In contrast, users in the shared autonomy condition felt more 
control while offloading parts of the conversation (𝑁 =6). P11 
appreciated the ability to intervene, saying, “I stepped in to guide 
[the conversation] in a specific direction.” P7 mentioned relying 
on the agent to cover gaps when they were “focused on math” and 
“forgot to ask [P8] some questions.” 

However, many users (𝑁 =13) found that shared autonomy 
increased the effort required to participate in conversations. 
Some (𝑁 =4) felt distracted by auditory feedback, while most (𝑁 =11) 
felt compelled to closely monitor the dialogue. Concerns about the 
agent’s ability to represent them accurately (𝑁 =13) and occasional 
issues like slow or out-of-context responses (𝑁 =7, 𝑁 =8) contributed 
to this need for oversight. 

Even when the system responded appropriately, users still felt 
the need to monitor it (𝑁 =9). P3 speculated, “Maybe it’s because, 
like, now I’m not very confident with the system.” P30 suggested 
that monitoring might persist until the system could replicate the 
user’s thought process entirely. Similarly, P29 noted feeling “pre-
programmed to anticipate” their own responses and compare them 
to the agent’s. 

Overall, the results indicate that access to the conversation in 
shared autonomy inadvertently increased user attention to 
the dialogue, reducing the multitasking benefits of automation. 

7.2 Remote Partner Perspectives 
In 15 out of 18 sessions, remote partners (partner participants) did 
not suspect any use of automation. Of the three sessions where 
automation was suspected, two partners cited prior knowledge of 
the research team’s work, and one session revealed automation due 
to a system glitch, where the agent repeatedly provided irrelevant 
responses. 

After learning about the use of automation, all remote partners 
noted peculiarities that, in hindsight, indicated automation. The 
most common issue was receiving out-of-context responses (𝑁 =12), 
including overly generic replies (𝑁 =5) and responses that ignored 
prior dialogue (𝑁 =10), such as repeating questions or changing 
topics abruptly. For instance, P6 recalled being asked “Can you 
elaborate?” on simple sentences. Similarly, P20 noted how the stu-
dent was repeatedly misgendered in the full autonomy conversation: 
“I was using ‘they’ for all of them, and ... no matter how much I said 
it, you always used ‘he.’ ” 

Partners also attributed automation to differences in the user’s 
behavior (𝑁 =10), such as missing characteristic humor. For instance, 
P10 pointed out how the user they were paired with tended to crack 
jokes, but this behavior was missing in one of the sessions. Interest-
ingly, more positively perceived interactions were also considered 
signs of automation (𝑁 =4), for instance, if the system user was 
“being too nice” (P30), “helpful” (P22), or “fluent” (P8). Some also 
suspected automation when conversational patterns seemed atyp-
ical (𝑁 =4) For instance, P36 noted, “Usually there’s more maybe 
pleasantries in a conversation, before you get into, like, the actual 
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question.” Similarly, P24 attributed their suspicion of automation 
to the lack of guidance when they were lost: “I felt a human would 
have stopped me and said, ‘All right, tell me about this.’ ” 

However, the behaviors remote partners cited as automated 
were not always actually automated (𝑁 =6). For instance, while 
P2 attributed repeated questions to the presence of automation, 
it was a human error. As P1 clarified, “I didn’t actually hear it. 
That wasn’t the automated response.” Similarly, before being dis-
closed about automation, many participants had interpreted the 
slightly awkward automated behaviors as human (𝑁 =8). For 
instance, when encountering a repeated question, some partners 
assumed it was a request for clarification (𝑁 =4). As P16 explained, 
“I was like, maybe I wasn’t clear, so let me clarify.” Sometimes, when 
given a slightly out-of-context response, partners assumed their 
partner was trying to move the conversation forward (𝑁 =2). As 
P24 remarked, “Maybe he got enough information about one topic 
... it was not unnatural for him to jump from place to place.” 

In 8 of 18 sessions, the interview conversations explicitly re-
vealed an asymmetry in how users and partners perceived 
the interaction. For example, while the response timing might 
feel uncomfortable for the system user, it was perceived as natu-
ral by the remote partner (𝑁 =4). Similarly, while the automated 
backchanneling behavior was sometimes perceived as unnatural 
by the user, it was overlooked by the partner (𝑁 =2). 

7.3 Usage & Applications 
Overall, the concept of conversational surrogates elicited a range 
of responses. While some participants found the idea beneficial 
(e. g., P32: “I would use it, like, constantly, every day, in every 
meeting”), others expressed significant reservations about its use 
(e. g., P11: “For me, personally and professionally, neither would it 
be appropriate to use”). The perceived utility and acceptability of a 
conversation surrogate depended on several dimensions. 

A core consideration was whether the conversation served a 
transactional or social purpose (𝑁 = 9). According to P28, they 
would not use it with their romantic partner because “I have conver-
sations with them to... communicate and build more bond, rather 
than just extracting information.” In conversations with friends 
and family, participants generally did not see a purpose in substi-
tuting themselves with a “soulless” agent (P11) that can neither 
“understand nor empathize” (P8), preferring to participate actively 
or not at all. Relating to this, many participants expressed concerns 
that their use of a surrogate might be perceived as disrespectful 
(𝑁 = 15). Emphasizing a social expectation of reciprocal en-
gagement, P5 stated, “If I have a conversation with someone, I 
want that person ... to pay attention.” 

Participants generally favored less consequential use cases 
(𝑁 = 12). For instance, P16 envisioned using a surrogate only in 
conversations that “don’t affect [their] life and [their] future.” Par-
ticipants also leaned towards simpler interactions (𝑁 = 9), such 
as in group conversations where they listen passively (P13). Several 
participants saw potential in agents managing more "routine" (P5) 
and structured conversations and answering simple questions. In 
contrast, participants were more skeptical about using agents in 
more interactive open discussions. 

8 Discussion 
In this paper, we presented an empirical study with 18 dyads in-
vestigating how conversing with an agent operating at varying 
levels of autonomy affects multitasking performance. In the fol-
lowing, we discuss our main results and their implications for future 
implementations of conversational surrogates. 

8.1 Effect of Level of Autonomy on 
Multitasking 

8.1.1 Full Autonomy Maintained Conversation Engagement. Our 
results show that the delegation system we implemented effectively 
engaged with human partners during the five-minute conversation 
task. In all conversation segments, including full autonomy, most 
partner participants did not realize automated responses were used 
and found the conversation quality similar to those with direct 
user participation (Figure 4). That said, occasional imperfections 
arose, such as responses that did not align with the conversational 
context. Interestingly, human partners often adapted to these errors 
by interpreting them as their own mistakes or misunderstandings 
by the user (Section 7.2). 

8.1.2 Full Autonomy Improved Secondary Task Performance. In ad-
dition to maintaining engagement, full autonomy allowed users 
to improve their secondary task performance (Figure 5). This sug-
gests that people had difficulty allocating cognitive resources in 
our study task of juggling conversation and arithmetic. Delegating 
the conversation to an agent may help alleviate this challenge. 

8.1.3 Asymmetries in Perception of Full Autonomy Conversations. 
While partners did not perceive differences in conversation quality 
between levels of autonomy, many users felt that the quality of the 
agent’s conversations was significantly lower than their own (Fig-
ure 4). Users also expressed discomfort with fully delegating their 
conversations to the agent (see Section 7). This discomfort stemmed 
in part from their complete exclusion from the conversation, which 
many participants described as feeling “in the dark.” This aligns 
with prior research on social support systems [23], which highlights 
the importance of visibility, awareness, and accountability in the 
delegation process. Participants’ unfamiliarity with agent-assisted 
conversations further contributed to this discomfort. As all partici-
pants were using the delegation system for the first time, they may 
not have developed sufficient trust in the agent. 

8.1.4 Visibility in Shared Autonomy: A Double-edged Sword. In 
contrast to the full autonomy condition, the shared autonomy con-
dition provided greater visibility, awareness, and accountability 
within the delegation process. As a result, although users delegated 
about half of their contributions to the agent, they still reported a 
higher level of satisfaction with the quality of the conversations, 
rating it similar to their direct interactions (Figure 4). 

However, the benefit of delegation systems for multitasking di-
minished under shared autonomy (Figure 5). When users could 
intervene in the agent’s performance, their secondary task perfor-
mance declined to levels similar to the condition without the agent. 
Although the shared autonomy system provided more visibility, it 
also imposed a cognitive burden comparable to not using the agent. 
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Our qualitative analysis suggests that this suppression effect may 
stem from an asymmetry in how users perceive the conversation. 
Users expressed discomfort with fully delegating the conversation 
to the agent. We speculate that this led them to continuously mon-

itor the agent’s discussions under shared autonomy even when 
they were not actively participating. This tendency was likely what 
undermined the utility of the delegation system. 

While this increase in oversight efforts might be mitigated as 
users develop greater trust in conversational agents, it may also re-
flect a deeper, fundamental challenge rooted in human perceptions 
of self-identity. Indeed, our qualitative analysis suggests that users’ 
intrinsic motivation to align the agent’s behavior with their own 
identity and social norms also contributed to the suppression effect 
of shared autonomy. When computational agents act as a surrogate 
for a user, the agent’s responses may inevitably draw the user’s at-
tention, as the interaction outcomes are perceived as extensions of 
their own behavior. This highlights that identity preservation and 
self-representation are critical considerations in designing shared 
autonomy systems. 

8.2 Designing for Conversational Surrogates 
8.2.1 Usage in Social versus Transactional Conversations. As re-
ported in Section 7.3, there are various scenarios in which computa-

tional agents can enhance conversations, but also contexts in which 
their usage is deemed inappropriate or questionable. The value of 
these agents depends largely on the nature of the conversation, par-
ticularly whether it serves a social (or affectional) or transactional 
(or instrumental) purpose [18]. 

Our results suggest that within conversations aimed at building 
and maintaining social bonds, the use of conversational surrogates 
was generally less meaningful. Employing delegation systems in 
such contexts is seen as disrespectful. In addition, especially for 
interacting with friends or family, participants expressed a desire 
to engage in conversations for their own sake, highlighting that 
their personal presence carries intrinsic value. 

Conversely, in conversations that are purely transactional — like 
when exchanging information relevant to tasks — using conversa-
tional surrogates is generally seen as more acceptable. However, 
this raises a question about the relevance of the user’s identity in 
these interactions. For example, when making restaurant reserva-
tions, it is arguably not important whether the booking is made by 
the user themselves or by a Google Assistant [47]. 

However, in practice, the distinction between social and trans-
actional interactions is often blurred and dynamic [5, 78], as most 
interactions serve a combination of both purposes [18]. We argue 
that this overlap presents an opportunity where conversational 
surrogates may be applied most effectively (Figure 8). 

For example, in work-related meetings, conversations often serve 
both instrumental purposes, like keeping team members updated, 
and social purposes, such as fostering inter-collegial relationships. 
In these situations, if users are unable to participate due to other 
commitments, a surrogate could help them contribute to informa-

tion exchange (transactional) while maintaining their presence in 
online meetings (social). As Leong et al. [43] recently demonstrated, 
designing an agent that visually and vocally represents the user 

— serving as a surrogate rather than merely acting on their be-
half — is crucial for fostering feelings of presence and trust among 
collaborators. 

Similarly, in instructional settings, these agents can help scale 
personalized engagement by addressing student questions individ-
ually and managing discussions for inclusivity (transactional) [46]. 
Acting as the instructor’s surrogate, these agents can also foster 
deeper connections by embodying a respected authority while also 
strengthening student-instructor relationships (social) [61]. Prior 
work has shown that an instructor’s identity can significantly in-
fluence student engagement and learning outcomes [62]. 

Recently, some political candidates have even used computa-

tional agents to disseminate their views (transactional), to enable 
more interactive and personalized engagement (social) at scale 
while maintaining message consistency [45]. We anticipate that 
similar applications of computational agents will emerge across 
various domains, scaling up “personal” interactions within one-to-
many relationships. 

8.2.2 Balancing Delegation and Control in Self-Representation. Given 
the interplay between social and transactional goals, our study sug-
gests that designing conversational surrogates should navigate the 
trade-offs between delegation and control in self-representation. As 
discussed in Section 8.1, neither the full nor shared autonomy de-
signs evaluated in our study managed the trade-off effectively. Full 
autonomy prioritized delegation at the cost of control. Our shared 
autonomy design provided more control with increased visibility, 
but this also impeded delegation. 

As language technology advances, we expect the communication 
capability of computational agents to improve and enable longer 
and more complex conversations. However, we believe that this 
trade-off challenge is unlikely to be resolved solely by technical 
improvement. In our study, users expected agents not only to re-
spond plausibly but also to accurately reflect how they themselves 
would respond. This means that surrogate systems may need to 
effectively model an individual’s thought processes, rather than 
merely simulating general human conversations. To the authors, 
this prospect seems questionable. While we cannot dismiss this 
possibility, we suggest that addressing this trade-off through inter-
action design may provide a more promising direction for future 
work in the meantime. 

8.2.3 Opportunities for Interaction Design. Our findings suggest 
that merely offering visibility and control may not facilitate the 
effective utilization of delegation systems. Alternative interaction 
methods might better address the balance between delegation and 
individual agency. For instance, enabling users to preview and 
queue the agent’s responses or specify higher-level can help main-

tain control while reducing the need for constant oversight. An in-
triguing direction could involve developing abstractions that bridge 
the user’s communication intent and the agent’s word-by-word 
verbalization. Building on the work of Son et al. [69], new methods 
might improve users’ understanding of conversation context for 
better re-engagement. However, introducing such additional mech-

anisms may add complexities, potentially increasing cognitive load. 
This highlights the need for careful evaluation to ensure that these 
designs truly enhance user experience without undermining the 
intended benefits of delegation systems. 
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Figure 8: Conversations may be mapped to a transactional to social continuum. We argue the emergent use cases for conversa-
tional surrogates lie in the middle, representing interactions that serve both transactional and social needs. 

8.3 Limitations and Future Work 
Our study is subject to several limitations, which we discuss below. 

8.3.1 Conversation Task Constraints. First, it should be noted that 
our study represents only a constrained conversational context 
regarding the stakes and interaction demands. In particular, our 
participants engaged in a discussion about fictional characters, for 
which they were not evaluated on the outcomes. The task design 
also resulted in a structured conversation, where the user primarily 
asked questions. 

Interestingly, despite the low-stakes nature of the conversation 
task, our user participants still dedicated significant attention to 
monitoring the agent’s responses. This potentially speaks to the 
strength of social considerations, as they seemed to manifest even 
in such an artificial and inconsequential setting. Based on this, we 
speculate that with higher stakes, the requirements for effective 
delegation and representation will become more demanding, but 
the exact effects of the task stakes should be evaluated further. For 
instance, future studies could consider augmenting our current task 
to provide incentives to get the student’s evaluation right. 

Future work should also evaluate the effects of surrogates on 
tasks with different interaction demands. We anticipate that our sys-
tem and results may be directly applicable in conversations where 
the agent can simply listen passively and occasionally ask questions 
or in those that follow a standard structure, like semi-structured 
interviews. However, deploying agents in conversations that re-
quire active participation to inform decisions is more challenging. 
In these situations, the conversation may rely not just on static 
prior knowledge but also on evolving opinions. This means the 
surrogate user would need to dynamically express how they wish 
to be represented, which poses a greater interaction challenge. 

Analyzing practical usage scenarios can provide valuable in-
sights. For instance, some participants suggested using agents that 
passively “listen” to group conversations. However, when we ex-
amine the interactions that occur within a group conversation, it 
becomes clear that the verbal backchanneling mechanism currently 
implemented in our system may not be suitable. Brief affirmations 
like “I see” or “uh-huh” could disrupt the flow of conversation in 
these settings. Instead, visual cues, such as nodding, are more com-

monly used to demonstrate engagement. This observation indicates 
a potential need for visual backchanneling in future systems. 

Similarly, in online learning scenarios (see Section 8.2.1), the goal 
of enabling scalable personalized instruction is both promising and 
challenging. For instance, agents designed to provide personalized 
answers to students during lectures may face complex questions 

that exceed the system’s knowledge base. These edge cases high-
light the need for mechanisms that allow for escalation to human 
instructors. Additionally, we need to take into account the effort 
required by instructors to implement these agents. In our study, 
we developed the agents’ responses based on previous conversa-
tions. In an educational context, this approach could involve using 
data from earlier course iterations, such as past lecture record-
ings. For example, an agent in a computer science course could be 
pre-programmed with solutions to common programming errors 
identified in previous semesters. Investigating how historical data 
can facilitate agent development and alleviate instructor workload 
could be a valuable direction for future research. 

8.3.2 Secondary Task. In our study, we used an arithmetic task 
based on the prior multitasking literature [10, 19, 67]. Performing 
the arithmetic task while maintaining a conversation turned out 
to be detrimental, but still manageable to some extent. Hence, the 
overhead of managing the use of an agent outweighed the benefits 
of delegation. However, in more demanding tasks, such as those 
that are more linguistically dependent or have higher memory 
requirements, the benefits of delegation may be more pronounced. 
Future studies should examine the trade-off between delegation and 
representation with respect to a wider range of secondary tasks. 

8.3.3 Sample Size & Generalizability. For our study, we recruited 
18 dyads from a university context. Although we believe that this 
sample size is sufficient for an initial investigation, replicating the 
study with a larger and more diverse participant pool will be valu-
able to further strengthen the generalizability of our findings. 

8.3.4 Novelty Effects & Discomfort. Since none of our participants 
had experience with having an agent speak on their behalf, it is 
likely that the results exhibited some level of novelty effects. We 
observed that these novelty effects manifested as some level of 
discomfort in both the full and shared autonomy conditions. In the 
latter, user discomfort may have contributed to their monitoring 
behavior, which ultimately diminished their multitasking abilities. 
While greater familiarity could improve usage, it is uncertain if it 
fully bridges the performance gap. In addition, perspectives and 
behaviors around their use may change as social norms evolve, 
especially as the use of conversational agents becomes more preva-
lent. Therefore, future longitudinal studies and evaluations that 
control for familiarity and comfort can provide valuable insights. 

8.3.5 Agent Imperfections. While the agent we built arguably man-

aged the conversation well, it was not perfect, as indicated by the 
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slightly reduced participation on the part of the partner and quali-
tative reports of quirks. Our results suggest that the use of shared 
autonomy is not just a matter of technical sophistication but also 
a human-factor limitation. That said, we believe there is value in 
periodically reevaluating our results with novel technologies. 

9 Conclusions 
In this work, we presented the results of a controlled study with 18 
pairs of participants investigating how varying levels of autonomy 
in conversational agents affect users’ multitasking performance. 
Our results indicate that fully delegating autonomy to an agent 
enables improved multitasking performance but is discomforting 
for users, as it requires them to entirely relinquish their control. 
While sharing autonomy reduces this discomfort, it inadvertently 
triggers a need to monitor the conversation, thereby diminishing the 
benefits of delegating conversational responsibility for multitasking. 
By highlighting these challenges in sharing autonomy, our work 
provides valuable insights for the future design of agent-mediated 
real-time communication systems. 
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A Prompt Templates 

A.1 Summarize 
A.1.1 System Prompt. 

Update the CURRENT SUMMARY of an ongoing conversation 
between 'USER' and 'PARTNER' based on the NEW 
TRANSCRIPTS provided. 

Guidelines: 
- The summary should be concise, no longer than a 
paragraph. 
- Only summarize the contents of the discussion, not who 
is speaking. 
- Ensure the summary reflects any new information or 
changes in the conversation. 
- Return the updated summary. 

A.1.2 User Prompt. 

NEW TRANSCRIPT: 
{transcript} 

UPDATED SUMMARY: 

A.2 Select Response 
A.2.1 System Prompt. 

Review the conversation SUMMARY and RECENT HISTORY 
between 'YOU' and 'PARTNER'. From a list of POTENTIAL 
RESPONSES, choose the one that best continues the 
dialogue as 'YOU'. 

GUIDELINES: 
- Do not repeat yourself. 
- Avoid revisiting points raised in the SUMMARY unless 
necessary. 
- Only return the numeric identifier of the selected 
response. 
- If a response would interrupt 'PARTNER', or if no 
provided response is suitable, return 0. 
- Be stringent in your selection; the chosen response 
must fit seamlessly into the ongoing dialogue. 

A.2.2 User Prompt. 

SUMMARY: 
{summary} 

RECENT HISTORY: 
{recent history} 

POTENTIAL RESPONSES: 
{responses} 

RESPONSE: 

B Shared Autonomy Conversation Example 
PARTNER: 
Yeah, they mostly talk about, like, these kind of 
projects that they've worked on. So in terms of 
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extracurriculars, like, nothing about hobbies or 
anything in here. 

USER: 
Okay. And what about teaching or mentoring 
experience? 

PARTNER: 
Yes. So they don't actually mention that much mentoring 
experience, even though one of their goals is to become 
a professor. And I think maybe they haven't had 
the chance because they're still in their bachelors, and 
they're hoping to get that experience from their Ph.D. 
years. It isn't written here, but it sounds like 
one of the biggest opportunities that they want when 
they're doing their Ph.D. is not just the research 
and their increasing their own understanding, 
but also to be able to teach others, so they 
don't have teaching experience according to 
this, right now. 

AGENT (USER): 
So, do you think they'd fit in well within... um... 
within OIST... within that specific research unit? 

PARTNER: 
So I think it would be good, like if more questions 
could be asked, for instance, like what you asked 
about extracurriculars and even teaching experience. 
From their application itself so they're very like 
competent in terms of the work they've done. It's 
excellent for someone that's just a bachelor 
student. And yeah, I think like they make a good 
fit, maybe like an interview with them personally 
would help better. But yeah. 

AGENT (USER): 
So do you think they have the necessary skills and, 
personality? 

PARTNER: 
Oh, yeah. So, not the personality part, I'm not 
sure, but for sure their skills are up there and 
their motivation is up there as well. So it was 
a bit hard to gauge the personality from this. 

USER: 
What about their strengths and weaknesses? 

PARTNER: 
Hm, Okay. So their strengths actually... 

C Questionnaire Items 

C.1 Post-Condition Questionnaire (User) 
Our post-condition questionnaire for the user participant included 
items evaluating task load (Q1-Q7; RTLX [26]) and conversation 

quality (Q8-Q12; based on [8, 13, 29, 49, 55]). All items used 7-point 
Likert scales. 

Q1 How mentally demanding was the {conversation, arithmetic} 
task? (1-Very Low, 7-Very High) 

Q2 How physically demanding was the {conversation, arith-
metic} task? (1-Very Low, 7-Very High) 

Q3 How hurried or rushed (temporally demanding) was the pace 
of the {conversation, arithmetic} task? (1-Very Low, 7-Very 
High) 

Q4 How successful were you in completing the {conversation, 
arithmetic} task? (1-Failure, 7-Perfect) 

Q5 How hard did you have to work (effort) to accomplish your 
level of performance in the {conversation, arithmetic} task? 
(1-Very Low, 7-Very High) 

Q6 How insecure, discouraged, irritated, stressed, and annoyed 
(frustration) were you while completing the {conversation, 
arithmetic} task? (1-Very Low, 7-Very High) 

Q7 I often felt as if my partner and I were in the same voice call 
together. (1-Strongly Disagree, 7-Strongly Agree) 

Q8 I think my partner often felt as if we were in the same voice 
call together. (1-Strongly Disagree, 7-Strongly Agree) 

Q9 I paid close attention to my partner. (1-Strongly Disagree, 
7-Strongly Agree) 

Q10 My partner paid close attention to me. (1-Strongly Disagree, 
7-Strongly Agree) 

Q11 I acted naturally at all times during the conversation. (1-
Strongly Disagree, 7-Strongly Agree) 

For the full and shared autonomy conditions, user participants were 
additionally asked about their perceived usability of the conversa-
tion system (from the System Usability Scale [11]). All items used 
5-point agreement Likert scales (1-Strongly Disagree, 5-Strongly 
Agree). 

Q12 I think that I would like to use this system frequently. 
Q13 I found the system unnecessarily complex. 
Q14 I thought the system was easy to use. 
Q15 I think that I would need the support of a technical person 

to be able to use this system. 
Q16 I found the various functions in this system were well inte-

grated. 
Q17 I thought there was too much inconsistency in this system. 
Q18 I would imagine that most people would learn to use this 

system very quickly. 
Q19 I found the system very cumbersome to use. 
Q20 I felt very confident using the system. 
Q21 I needed to learn a lot of things before I could get going with 

this system. 

C.2 Post-Condition Questionnaire (Partner) 
Our post-condition questionnaire for the user participant included 
items and conversation quality (based on [8, 13, 29, 49, 55]). All 
items used 7-point Likert scales (1-Strongly Disagree, 7-Strongly 
Agree). 

Q1 I often felt as if my partner and I were in the same voice call 
together. 

Q2 I think my partner often felt as if we were in the same voice 
call together. 
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Figure 9: Experimental Setup. The user and partner participants complete their tasks in separate rooms to simulate a remote 
communication environment. The user participant is tasked with maintaining a conversation with their partner while 
simultaneously performing a secondary arithmetic task. In the shared autonomy condition, the user shares conversational 
responsibilities with an automated agent. Meanwhile, the partner participant focuses on reporting a student profile. All 
voice communication occurs through Zoom. The user completes the arithmetic task on their computer, which also displays a 
transcript of the conversation. The partner participant can access either a digital or physical copy of the student profile for 
reference during their conversation. 

Q3 I paid close attention to my partner. 
Q4 My partner paid close attention to me. 
Q5 My partner acted naturally at all times during the conversa-

tion. 
Q6 The conversation seemed highly interactive. 

C.3 Post-Study Questionnaire (User) 
Our post-study questionnaire for the user participant asked them 
to rank the conditions as follows. 

Q1 Please rank the previous sessions in order of how successful 
you felt in completing the arithmetic task. (1-Most Successful, 
3-Least Successful) 

Q2 Please rank the previous sessions in order of how successful 
you felt in maintaining the conversation. (1-Most Successful, 
3-Least Successful) 

C.4 Post-Study Questionnaire (Partner) 
Our post-study questionnaire for the partner participant was com-

pleted in two phases. First, participants ranked the conversation 
segments by engagement as follows. 

Q1 Please rank the previous sessions in order of how engaged 
you felt in the conversation. (1-Most Engaged, 3-Least En-
gaged; segments labeled by number) 

In the second phase, partner participants were first debriefed about 
the multitask and the usage of a conversational agent. They then 
answered the following questions. 

Q2 Did you suspect an AI was involved during the task (i.e., 
before you were debriefed)? (Options: Yes, No) 

Q3 Knowing that in some sessions the conversation was either 
fully or partially automated, which condition do you think 
was present in Session 1? (Options: Fully automated, Partially 
automated, Real) 

Q3 Knowing that in some sessions the conversation was either 
fully or partially automated, which condition do you think 
was present in Session 2? (Options: Fully automated, Partially 
automated, Real) 

Q3 Knowing that in some sessions the conversation was either 
fully or partially automated, which condition do you think 
was present in Session 3? (Options: Fully automated, Partially 
automated, Real) 

D Exit Interview 
Our exit interview consisted of the following questions: 

Q1 What did you think about the experience overall? 
Q2 Which condition did you prefer and why? 
Q3 In what situations or applications would it be appropriate to 

use our system? 
Q4 In what situations or applications would it be inappropriate? 
Q5 How would you potentially modify the system? 
Q6 What strategies did you use to multitask? 
Q7 Did you suspect a conversational agent was involved? If not, 

how did you rationalize any of the differences you observed? 
Q8 In retrospect, what behaviors give it away that a conversa-

tional agent was involved? 
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Q9 When did you let the agent speak for you? When did you 
deem it more appropriate to takeover? 

Q10 Were there instances where the auto-response was incorrect? 
How did you handle or respond to these situations? 

E Apparatus 
We provide an illustration of our experimental setup in Figure 9. 
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